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As energy systems transition from fossil-based to low-carbon, they face many challenges, particularly concerning energy security and flexibility. Hydrogen may help to overcome these challenges, with potential as a transport fuel, for heating, energy storage, conversion to electricity, and in industry. Despite these opportunities, hydrogen has historically had a limited role in influential global energy scenarios. Whilst more recent studies are beginning to include hydrogen, the role it plays in different scenarios is extremely inconsistent. In this perspective paper, reasons for this inconsistency are explored, considering the modelling approach behind the scenario, scenario design, and data assumptions. We argue that energy systems are becoming increasingly complex, and it is within these complexities that new technologies such as hydrogen emerge. Developing a global energy scenario that represents these complexities is challenging, and in this paper we provide recommendations to help ensure that emerging technologies such as hydrogen are appropriately represented. These recommendations include: using the right modelling tools, whilst knowing the limits of the model; including the right sectors and technologies; having an appropriate level of ambition; and making realistic data assumptions. Above all, transparency is essential, and global scenarios must do more to make available the modelling methods and data assumptions used.

1. Introduction

In order to combat climate change there is increasing interest in achieving net-zero greenhouse gas (GHG) emissions before the end of the century.1 Energy systems decarbonisation is an essential part of this, as energy sectors contribute around three-quarters of global GHG emissions.2 Renewable energy technologies have progressed tremendously in recent decades, now offering economically credible alternatives to fossil fuels in many sectors.3 However, these technologies are fundamentally different to fossil fuels, so a like-for-like replacement is not possible. Renewable resources such as wind and solar are diffuse and intermittent, creating new challenges for matching energy supplies to demands, in both time and space.4,5 Furthermore, fossil fuels have unrivalled storage capabilities. It is essential to find low-carbon energy storage options, for temporal balancing of supply and demand, and use in transport.6 We need to develop technologies that will enable increased energy systems flexibility and interconnectivity, while maintaining reliability and stability.7,8

In this context, hydrogen has potential. Apart from small reserves of “natural” hydrogen,9 hydrogen is not a resource that can be extracted at scale in the same way as fossil fuels. However, it can be produced with minimal GHG emissions, for example through electrolysis powered by renewable electricity,10 or from bioenergy or fossil fuels with carbon capture and storage (CCS).11 Hydrogen has many possible energy applications, including for heating, transport, industry, and electricity generation.12,13

Energy scenarios can provide valuable insights into possible future trajectories of energy systems. Many different national, regional and global energy scenarios exist. Some scenarios, such as those produced by global institutions (e.g. ref. 14–16), can be very influential to political discourse.

However, energy scenarios are generated using various methods and, given the complexity of the systems being represented, it is unsurprising that the scenarios produce differing results. In particular, the prominence of hydrogen in different scenarios varies noticeably. Hanley et al.17 reviewed the role of
hydrogen across different energy scenarios, finding a range of results regarding the uptake of hydrogen. Whilst many scenarios included some hydrogen in the transport sector, uptake of hydrogen in other sectors varied significantly depending on the emphasis in the scenario design. Furthermore, the review found a correlation between the level of ambition (e.g. decarbonisation or renewables integration targets) and the contribution of hydrogen in the scenario results.

Given hydrogen’s potential to transform energy systems, the variation in its contribution in global energy scenarios is surprising. Whilst Hanley et al.\textsuperscript{17} identified some of the trends in hydrogen prevalence, they did not explore the reasons for differing results in detail.

In this perspective, we assess hydrogen’s potential as a contributor to energy systems, and examine the methods used in global energy scenarios in order to understand the reasons for differing results regarding hydrogen. We focus on global energy scenarios produced by prominent institutions, as these are typically the most influential. The entire scenario development process is considered, including conceptualisation, model construction, and input data. Based on this analysis, we suggest some best practices for energy scenarios so that they can provide the best insight, and correctly quantify the potential of energy technologies such as hydrogen.

Section 2 provides an overview of hydrogen as an energy carrier. Section 3 provides details of hydrogen prevalence in scenarios from 12 global studies. In Section 4, the reasons for varying results between scenarios are discussed. Finally, some conclusions and suggestions for best practice in scenario development are provided in Section 5.

2. Opportunities for hydrogen in energy systems

There are many possible pathways for hydrogen in energy systems and in some cases they are already being realised in real projects. In this section, the main pathways are summarised; an overview is provided in Fig. 1, whilst Pivovar et al.\textsuperscript{18} describe them in more detail.

Currently, most hydrogen is produced from fossil fuels, such as reforming of natural gas or gasification of coal. Similar processes can be used to convert biomass feedstocks to hydrogen.\textsuperscript{19} Water electrolysis has been used to produce hydrogen in certain industrial applications for over a century, but in recent decades it has seen growing interest due to newly emerging technologies and availability of low-cost electricity.\textsuperscript{16} Many future projections for hydrogen are based on large contributions from electrolysis but there are other new technologies emerging, such as thermolysis and photolysis, that may offer a more efficient use of thermal or solar energy for hydrogen production.\textsuperscript{19}

Applications of hydrogen include conversion to electricity using a fuel cell,\textsuperscript{19} contributing to industrial processes,\textsuperscript{21,22} and combustion for heat and/or power generation.\textsuperscript{23} Hydrogen can be stored in quantities from MW h to TW h, for example in pressurised cylinders or underground in salt caverns, depleted oil and gas reservoirs and saline aquifers.\textsuperscript{19,24} Pressurised hydrogen storage has a volumetric energy density greater than 500 kW h m\textsuperscript{-3}, far exceeding low-carbon energy storage alternatives (up to 1.5 kW h m\textsuperscript{-3} for pumped hydro storage (PHS) and 12 kW h m\textsuperscript{-3} for compressed air energy storage (CAES)).\textsuperscript{25}

Hydrogen’s high energy density makes it particularly interesting for system-wide energy balancing. Hydrogen could be

Fig. 1  Overview of key hydrogen production and usage pathways. With multiple production options and applications, hydrogen could be valuable in providing flexibility and sector-coupling to energy systems.
manufactured from electricity at times of excess supply, stored, and later converted back to electricity or used for other purposes at times of high demand. However, hydrogen storage round-trip efficiencies are around 20–36%, which is low compared to alternatives (PHS: 70–85%; CAES: 65–80%; battery: 86–95%). Therefore, the value of hydrogen energy storage depends on the trade-off between the benefits of time-shifting bulk energy, and the costs of the efficiency losses.

Whilst hydrogen for electricity storage has not yet been deployed at large scale, already several projects have deployed electrolysersto absorb electricity from wind farms, to be stored and used at a later date in various applications (for example Energiepark Mainz and Lam Takhong). For the 2020 Olympics, Tokyo plans to power the Olympic village with hydrogen from solar-powered electrolysis.

Hydrogen’s suitability for storage also makes it appealing as a transport fuel. A hydrogen fuel tank and fuel cell can provide the electricity supply for an electric vehicle, or hydrogen can be burned in an internal combustion engine. Hydrogen is seen as a possible low-carbon fuel in transport sectors that require long ranges, such as road freight, rail and shipping. Hydrogen in passenger vehicles could also offer greater driving ranges, faster refuelling times and in some cases lower cost of ownership compared to battery electric vehicles.

The transport sector has seen the greatest interest in hydrogen so far and there is considerable interest globally in expanding the use of hydrogen as a transport fuel. There are over 350 hydrogen fuelling stations worldwide, across the Americas, Europe, Asia and Oceania. Hydrogen buses are in use in many cities around the world including in USA, Japan, China and several countries in Europe. Alstom have developed a hydrogen train, the first of which went into operation in Lower Saxony, Germany in 2018.

Hydrogen is already a key chemical component in many industrial markets: the main applications include ammonia synthesis (55% of hydrogen demand); hydrocracking and hydrodesulphurisation in refineries (25%); and methanol production (10%).

Nonetheless, the “hydrogen economy” is still in the early stages of development. In most applications, there has been limited deployment of hydrogen beyond demonstration projects. Most of the hydrogen used today is produced on-site for specific applications. Consequently, there has been limited infrastructure development other than for transportation between chemical manufacturing sites. Today, there are around 16 000 km of hydrogen pipelines globally compared to 2.91 million km for natural gas. For expansion beyond the chemical sector, it will be necessary either to build new hydrogen infrastructure, or to utilise existing infrastructure (e.g. partial injection or conversion of existing gas networks).

Low-cost, low-carbon hydrogen production at scale is also still a challenge. Conventional production such as steam methane reforming (SMR) would require carbon capture and storage (CCS) to minimise GHG emissions, but this adds around 45% to the cost, and CCS deployment remains limited. Low-carbon production of hydrogen using electrolysis requires both significant electrolysis capacity and sufficient low-carbon electricity production. Although costs of renewable electricity are falling rapidly with increasing installed capacity, electrolysis installed capacity is low and reductions in capital costs through economies of scale are still required. Lastly, fuel cell costs are relatively high (around $280 kW \(^{-1}\) (ref. 41)), and manufacturing scale-up is required to make hydrogen competitive with other energy carriers.

Hydrogen can also be combined with captured CO\(_2\) in carbon capture and utilisation (CCU) processes. CCU can produce useful energy carriers that are already in use and have existing infrastructures, such as methane, methanol and liquid hydrocarbons. The CO\(_2\) used in CCU could be captured from fossil sources, but increased environmental benefit would be achieved if the CO\(_2\) were captured from biomass or directly from the air. The challenges for CCU are energy losses associated with the additional conversion step (20–35% (ref. 45)), and high costs compared to the fossil alternatives they would replace (e.g. CCU transport fuel may cost € per 30 GJ, compared to € per 15 GJ for petroleum-based fuels). Hydrogen can also be combined with nitrogen to produce ammonia, which has advantages for storage and transport, and can be used for heat and power generation.

3. Global energy scenarios and the representation of hydrogen

3.1 Energy scenarios

Energy scenarios can address the uncertainties surrounding the socio-technical evolution of energy sectors. Scenarios can be qualitative, relying on inputs from experts and stakeholders, or quantitative, usually based on energy systems models. Scenario development aims to construct possible futures and the paths leading to them, and can guide strategic decision-making processes, for example for maintaining long-term energy supply-demand balances and optimising investment decisions. Consequently, these scenarios can be highly influential to the future of the technological “ecosystem” in different sectors. Due to the size and complexity of the energy systems being represented by energy scenarios, simplifying assumptions must be made, and these can have significant implications for the scenario results.

Several reviews of model-based scenarios and the modelling tools they use have been carried out, highlighting a variety of methods and results. Pfenninger et al. reviewed energy systems models in the context of present-day energy systems, and identified several challenges that these models face, stemming from the increased complexity of modern energy systems. The review also provided recommendations for modelling practice, encouraging innovation with modelling methods, appropriate handling of uncertainty and modelling transparency. Meanwhile, Gambhir et al. reviewed energy scenario results, finding that the level of climate change ambition has a significant effect on the scenario results. Lopion et al. investigated trends in energy system models developed for national greenhouse gas reduction strategies, in the context of underlying research questions and their shift over
time, and found that there is an increasing need for high temporal and spatial resolutions.

As Hanley et al.\textsuperscript{17} found, the prominence of hydrogen varies significantly between energy scenarios. Whilst many of the scenarios Hanley et al. studied included some hydrogen in the transport sector, hydrogen prevalence in other sectors was low, except where hydrogen was a specific focus of the study. The scenarios that focus on hydrogen, such as the IEA Energy Technology Perspectives (ETP) 2 °C “high hydrogen” scenario,\textsuperscript{30} have begun a trend of greater hydrogen representation, and hydrogen prominence is growing in the most recent scenarios.

In this perspective, we discuss why there has been a historical absence of hydrogen in global energy scenarios, and why that is beginning to change. Many energy scenarios exist at regional and national levels, such as the EU Reference scenario,\textsuperscript{62} ASEAN Energy Outlook (SE Asia),\textsuperscript{63} IDB Lights On scenario (Latin America),\textsuperscript{64} EIA Annual Energy Outlook (USA),\textsuperscript{65} China Renewable Energy Outlook,\textsuperscript{66} the Japan Strategic Energy Plan,\textsuperscript{67} and the Deep Decarbonization Pathways Project (various countries).\textsuperscript{68} However, in this perspective we focus on global scenarios with the greatest international impact.

The 12 studies that were considered are shown in Table 1. We focus on the scenarios from 10 model-based studies and also consider two hydrogen-focussed qualitative scenarios: the IEA Hydrogen and Fuel Cells Technology Roadmap\textsuperscript{30} and the Hydrogen Council “Scaling Up” scenario,\textsuperscript{57} as they provide a counterpoint for the potential for hydrogen, as perceived by experts and stakeholders.

### 3.2 Hydrogen representation in global energy scenarios

Between the 35 scenarios considered there is significant variation regarding which hydrogen technologies and end-use applications are considered, and the level of detail with which they are included. In Fig. 2, the level of representation of these hydrogen technologies is presented, including whether the technology is modelled, whether data assumptions are provided, and whether hydrogen contributes to the final results.

<table>
<thead>
<tr>
<th>Study</th>
<th>Abbreviation</th>
<th>Model used</th>
<th>Scenario end year</th>
<th>Scenarios</th>
</tr>
</thead>
<tbody>
<tr>
<td>World Energy Outlook (IEA) 2016 (ref. 49)</td>
<td>WEO 2016</td>
<td>World Energy Model + MoMo</td>
<td>2040</td>
<td>Current policies</td>
</tr>
<tr>
<td>World Energy Outlook (IEA) 2017 (ref. 50)</td>
<td>WEO 2017</td>
<td>World Energy Model + MoMo</td>
<td>2040</td>
<td>New policies</td>
</tr>
<tr>
<td>World Energy Outlook (IEA) 2018 (ref. 14)</td>
<td>WEO 2018</td>
<td>World Energy Model + MoMo</td>
<td>2040</td>
<td>450 scenario</td>
</tr>
<tr>
<td>The Grand Transition (WEC) 2016 (ref. 15)</td>
<td>WEC</td>
<td>GMM</td>
<td>2060</td>
<td>Sustainable development</td>
</tr>
<tr>
<td>REmap (IRENA)\textsuperscript{51}</td>
<td>REMap</td>
<td>E3ME</td>
<td>2050</td>
<td>The future is electric</td>
</tr>
<tr>
<td>Energy Technology Perspectives (IEA) 2016 (ref. 52)</td>
<td>ETP 2016</td>
<td>ETP TIMES + MoMo</td>
<td>2050</td>
<td>Hard Rock</td>
</tr>
<tr>
<td>Energy Technology Perspectives (IEA) 2017 (ref. 53)</td>
<td>ETP 2017</td>
<td>ETP TIMES + MoMo</td>
<td>2060</td>
<td>Unfinished Symphony</td>
</tr>
<tr>
<td>Energy Revolution (Greenpeace)\textsuperscript{54}</td>
<td>ER</td>
<td>REMix</td>
<td>2050</td>
<td>Modern Jazz</td>
</tr>
<tr>
<td>Shell scenarios\textsuperscript{16,55}</td>
<td>Shell</td>
<td>Shell World Energy Model</td>
<td>2100</td>
<td>Reference</td>
</tr>
<tr>
<td>Global Energy Assessment (IIASA)\textsuperscript{56}</td>
<td>GEA</td>
<td>MESSAGE + IMAGE</td>
<td>2050</td>
<td>[E[R]</td>
</tr>
<tr>
<td>Hydrogen Council (2017)\textsuperscript{57}</td>
<td>H2 Council</td>
<td>Qualitative</td>
<td>2050</td>
<td>Mix (Conv. Trans)</td>
</tr>
<tr>
<td>Technology Roadmap: Hydrogen and Fuel Cells (IEA)\textsuperscript{30}</td>
<td>H2FC Roadmap</td>
<td>Qualitative</td>
<td>2050</td>
<td>Efficiency (Conv. Trans)</td>
</tr>
</tbody>
</table>
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Whilst there are conflicts in the prominence of hydrogen between scenarios, what is common is that limited specific techno-economic information is provided. Often, concepts are discussed but with little detail, so it is difficult to understand how these concepts are represented and what assumptions have been made.

Regarding technologies, hydrogen production is covered in the most detail, and in this case techno-economic assumptions are often provided. Electrolysis is commonly considered, although the technology type is rarely specified (WEO 2018, Shell, GEA, ER, H2 Council). ETP 2017 specifically considers the more commercially developed alkaline electrolysis, whereas the H2 Council focus on PEM electrolysis, which many expect to overtake alkaline as the favoured technology.

The qualitative H2FC roadmap is the only study to consider solid-oxide electrolysis. Several studies discuss other production options, such as SMR, coal gasification and biomass-based production. These production options are typically mentioned when comparing hydrogen production costs (WEO 2018, H2FC Roadmap) or as a transitional step to fully decarbonised hydrogen (Shell, GEA, ER). The techno-economic assumptions related to these technologies (mainly SMR, with or without CCS) are often presented, and it is observed that the costs of electrolysis and SMR + CCS are converging.

Other hydrogen infrastructures, such as transportation and storage, receive little coverage in most studies. A few studies discuss storage, but provide no data, suggesting it is not modelled (GEA, ER, H2 Council). Hydrogen transportation receives slightly more coverage, most commonly shipping for global transportation (WEO 2018, H2 Council, GEA). In general, limited data is provided for transportation, so it is unclear what assumptions are made (e.g. how transportation is costed), or whether it is considered at all.

End-use applications are described in more detail in the scenarios. The most prominent end-use is mobility, which is considered in some form in all but WEO 2016 (ref. 49) and WEO 2017. Fuel Cell Electric Vehicles (FCEVs) for light-duty passenger vehicles (LDVs) are predominant but heavier duty vehicles (HDVs, e.g. trucks and buses) are also discussed in more-recent studies (though rarely quantified). Instead, discussion is more focussed on societal issues, such as government policies. The qualitative studies provide more techno-economic data for HDVs. Finally, there is some interest in hydrogen for alternative fuels but limited details on techno-economic assumptions are provided (ER, ETP 2017, H2 Council).

Beyond mobility, other applications for hydrogen are discussed in less detail. Several studies consider industrial applications, with refining applications such as steel and iron, and chemical applications such as ammonia production.
being the most popular. Electrification of processes via electrolysis is mentioned (WEO 2018 (ref. 14)), but again with little detail. Interactions with the gas grid (either direct hydrogen injection or methanation) are often mentioned in discussion, but rarely quantified in the results (GEA; WEO 2017, H2FC Roadmap, H2 Council). Finally, conversion of hydrogen to electricity and heat is rarely mentioned. Where it is considered, the most common technologies are fuel cells, gas turbines and combined heat and power applications. The E[R] scenarios are the only ones to include these applications in the scenario results.

3.3 Conflicting roles of hydrogen in global scenario results

The variability in representation of hydrogen in scenarios leads to conflicts in the level of contribution of hydrogen in the scenario results. Fig. 3 shows the contribution of hydrogen to final energy demand in 2050 in different sectors, for each of the scenarios that includes hydrogen in its results.

Overall, the scenarios indicate that hydrogen has the most potential in the mobility sector. Most scenarios have some level of hydrogen in this sector but they offer conflicting levels of contribution: in many cases this is less than 2% of transport energy demand in 2050 (e.g. WEC and ETP 2017 (ref. 53) scenarios); whereas the Greenpeace E[R] and Adv E[R] scenarios give contributions as high as 19% and 25%, respectively. Similarly, the contribution of hydrogen in the industrial sector ranges between 0.7% of 2050 industrial demands (Shell Sky and 12% (H2 Council) but many scenarios do not include it at all.

The focus between these two sectors can also shift between scenarios: the Grand Transition scenarios suggest hydrogen should contribute to the mobility sector and not to industry whereas several of the Global Energy Assessment scenarios advocate the opposite.

The Greenpeace scenarios are the only quantitative scenarios to include hydrogen in the results for the power and heating sectors and both qualitative scenarios also include it (H2FC Roadmap and H2 Council).

4. Discussion: what must scenarios do to represent hydrogen fairly?

From the results in Section 3, and from previous reviews, there is clearly significant variation between scenarios concerning the prominence of hydrogen in energy systems. Although most of these scenarios rely on energy system models, the representation in these models is not sufficient to capture all of the advantages of hydrogen. In this section, we examine the key steps in quantitative scenario development, to understand why differing results may arise, and consider what scenario

Fig. 3 Contribution of hydrogen to final energy demand in 2050 in power, mobility, industrial and heat sectors for a range of scenarios. Where studies state the inclusion of hydrogen in the results without precisely quantifying it, values have either been estimated by the author (IEA ETP 2016, Shell Sky and H2 Council scenarios), or the result has been denoted by a hashed box.
Developers should be doing to make sure hydrogen, and other flexibility options (such as alternative storage technologies, demand-side response, electricity grid expansion and inter-connectivity\(^8\)), are appropriately represented.

### 4.1 Scenarios must use appropriate modelling tools

Energy systems models form the basis of most quantitative energy scenarios. A vast number of energy system modelling tools exist and can be categorised in different ways, including simulation vs. optimisation, top-down vs. bottom-up, etc. In a review of computing tools for energy systems, Connolly et al.\(^71\) identified 68 different energy system modelling tools. Lopion et al.\(^69\) reviewed 24 energy system models in detail, also categorising them as above, and found a clear trend towards technoeconomic bottom-up optimisation models in order to answer current research questions.

Each energy systems model is designed for its own unique purpose and has its own strengths and weaknesses. Some of the oldest models were developed in the second half of the 20\(^{th}\) century to help understand energy systems in the context of the oil crisis and concerns over security of energy supply.\(^28\) These models are the predecessors of many models in use today, where due to climate change, we face significantly different energy challenges. It is important that energy systems models in use today are appropriately designed to represent the challenges we face in the twenty-first century.

The most difficult task for modern day energy systems models is to capture the full degree of variability and complexity that exists in energy systems. Traditionally, energy systems were centralised and underpinned by fossil fuels. In the electricity sector for example, supply would be made up of either base-load or dispatchable generation. However, as more and more renewable sources such as solar and wind are introduced to aid decarbonisation, systems are becoming more spatially distributed, technologically diverse and temporally variable. Meanwhile, new technologies and increased interconnectivity are enabling more interaction between different energy sectors, known as “sector-coupling”.\(^72\) To ensure that energy system models not only provide an accurate representation of energy systems but also do not miss the potential of new technologies such as hydrogen-based technologies, they must capture the required level of temporal, spatial, technological, and inter-sectoral detail.

#### 4.1.1 Models must capture sufficient temporal detail.

Many large-scale energy models are unable to represent the time scales at which flexibility technologies such as electrolyzers, hydrogen storage and fuel cells are most useful. For example, traditional energy system models typically use representative time slices, such as day, night, and peak for a series of day types throughout the year. In some cases, within-day chronology is retained, meaning that it may be possible to model some level of intraday storage. However longer-term chronology is rarely retained, thus losing the ability to represent long-term storage,\(^73,74\) which is an area where hydrogen is seen to have strong potential.\(^6,75\) Novel methods for modelling seasonal storage are beginning to emerge\(^76,77\) but they have not been applied to any of the global energy scenarios. Meanwhile, short-term dynamics, such as electricity dispatch on a sub-hour basis, are also not modelled by large-scale energy models. This means that another opportunity for hydrogen, as a short-term load balancer through electrolysis,\(^78,79\) is also missed. The effects of under-representing temporal detail in energy scenarios have been explored and it has been found that investment optimisations will underestimate the contribution of dispatchable power generation and instead favour baseload and intermittent renewables.\(^80\) It is therefore likely that flexibility options such as those based on hydrogen are also being under-valued.

The challenge for large-scale energy systems models is to capture the full range of time scales necessary. The models are designed for long-term investment planning, and therefore require multi-decadal time horizons. However, the dynamics of the energy system at all time scales (including seasonal, weekly, daily, and sub-hourly) are important to how the system should be designed and operated.\(^81\) Approaches to improve the accuracy of the time-slicing method include using a higher resolution of time intervals; probabilistic representation of the loads and renewable energy supplies; and using real historical data for the time intervals.\(^73\) However, each of these approaches suffers the same issue of failing to maintain chronology across the whole time horizon, hence some representation of flexibility is lost. Alternatively, energy systems models can be soft-coupled to power sector models, taking advantage of the latter’s improved temporal representation.\(^73\) However, this approach can increase overall complexity, as there are two separate models to maintain and run. Furthermore, due to the required iteration between the two models, there is no guarantee that an optimal solution will be obtained.

#### 4.1.2 Models must capture sufficient spatial detail.

As well as temporal flexibility, hydrogen can provide spatial flexibility to energy systems. Hydrogen transportation by road, pipeline and shipping provide opportunities for the transportation of energy that cannot be provided by other energy carriers (e.g. electricity). Large-scale (e.g. global) energy models usually have limited spatial detail, using average resource demands and supplies over large spatial regions.\(^28\) Consequently, they do not capture the value of energy transportation at a smaller scale, such as across country. Furthermore, spatial variabilities in solar and wind generation will affect supply profiles across a region: this “spatial smoothing” cannot be fully represented with too coarse a spatial resolution.\(^73\)

One option for improving this modelling would be to include a higher spatial resolution but this would significantly increase the complexity of the model. Alternatively, models should seek to use representative data and relationships to value within-region energy transportation and distribution.

#### 4.1.3 Models must appropriately represent technologies and inter-sectoral connectivity.

Technological representation in large-scale energy models is often restricted to blanket details for each technology type, rather than representing individual technologies or plants.\(^80\) Consequently, realistic operation of plants, taking their flexibility constraints into account, is not modelled. This is not helped by the lack of temporal resolution and chronology.
To improve technological representation, approaches include further modelling of ancillary markets (e.g. flexibility markets), and broader constraints that attempt to represent the overall behaviour of many individual technologies of a given type.\(^{23}\)

Finally, hydrogen is central to several sector-coupling options, including power-to-gas (for the gas grid),\(^{27}\) power-to-heat,\(^{82}\) power-to-liquids,\(^{83}\) and power-to-ammonia.\(^{84}\) Energy systems models need to include the opportunity for transfers of energy between sectors, as this can unlock potential for cost and resource efficiency savings.

### 4.1.4 Models must represent the complexity of consumer behaviour.

Uptake of new technologies is not only driven by cost or efficiency-based metrics for the entire energy system, but also by consumer choice, dependent on social factors and personal preference. For example, market adoption of FCEVs is sensitive to consumer perception of factors such as driving range, battery life, depreciation and capital cost. Furthermore, vehicle uptake is affected by consumer perception in the used vehicle market.

There are significant variations between models regarding how consumer choices are represented, for example the inclusion and relative importance of different utility factors representing consumer choice. Improvements in modelling can be achieved with more readily available data on elasticities and utility factors. Furthermore, a more detailed representation of different technology types (e.g. different weight and range categories for vehicles) will allow for a more accurate representation of consumer choice.

### 4.1.5 Models must remain manageable and user-friendly.

Increasing computational power means that larger, more complex and more realistic models can be developed. However, this greater detail can introduce difficulty for the model users, in terms of managing the much larger datasets that are required as inputs and generated as outputs, analysing the results and communicating them to a general audience, such as policy makers and the general public. The challenge for energy systems models is therefore to use appropriate techniques such as those described above whilst preventing the model from becoming too difficult to use and to communicate. Although the detailed outputs of a complex model can be summarised using averages and high-level metrics, some of the important insights can only be understood from the details and presenting these in a manner that is easy to understand remains a key goal and challenge.

### 4.1.6 Model methodologies must be transparent.

Due to the complexities in representing the details of energy systems, it is important that when scenarios are presented, the methodologies behind them are shared. The fact that these models are being used to predict what future energy systems may be, often many decades into the future, means that there is no real-life system against which the models can be validated. As most energy system models use optimisation and today’s energy systems are far from optimal, it is difficult even to validate these models against current data. For this reason, it is important that the mathematical formulations behind the models be published so that they can be appropriately peer reviewed. However, this practice is very rare among the global energy scenarios; none of the scenarios reviewed in Section 3 have published the mathematical formulations of their models. Indeed, most give no or very little information regarding the modelling approaches used and only the IEA ETP studies\(^ {52,53}\) describe qualitatively the modelling framework that is used to generate the results (four soft-linked models are used, including ETP TIMES models for energy conversion and industry, the MoMo model for transport, and the Global buildings sector model for buildings). One might argue that if the results over a wide range of scenarios appear sensible, behave as expected and can be explained, then that is a sufficient test. However, since many modelling assumptions must be made even in complex models, different formulations of the same physical phenomena are possible and these can result in different but still sensible results.

One barrier to the publication of a model's mathematical formulation is the intellectual property rights of the organisation that developed the model. This is understandable, but the IP is more than just the mathematical constraints employed by the model. It is not practical to publish all of the know-how in the implementation and solution of the model (the minute details required to obtain robust and reliable solutions) and there are many other elements to the IP: data management, user interface, results management and analysis.

The main advantage of model transparency is that this allows other modellers to review the model, highlight any deficiencies and suggest improvements. This will provide researchers and policy makers with the confidence that the results of the scenarios are truly meaningful and that they can be taken forward with real enthusiasm. This can only really be possible by publishing the mathematical formulation of the model, as has been done in other similar areas (see e.g. ref. \(85-90\)).

Finally, given that models each have their own strengths and weaknesses, transparency enables scenario developers to choose the model that is best suited to the application. Where energy scenarios are used to inform policy decisions, decision making cannot be considered fully transparent if the methodologies behind the modelling are not themselves transparent.

### 4.1.7 Challenges and pitfalls.

We have argued that models must be much more detailed, and therefore complex, than are currently being used in global energy scenarios. Including features such as high spatial and temporal resolutions, uncertainty analysis, consumer behaviour and including a large range of technologies and energy carriers in a model is extremely challenging. Of course, the models should be made only as complex as is necessary to represent all of the features and details of hydrogen (and other) technologies that may play a role in the future energy system (such as rapid-response load balancing technologies). Modellers and scenario planners should follow a structured approach to developing new models similar to the one below:

1. Describe the purpose of the study carefully.
2. Define the scope so that the purpose can be achieved satisfactorily and with sufficient accuracy.
3. Build the simplest model that can accurately represent all of the features and interactions of the system defined in the scope.

4. Provide assumptions and limitations.

5. Discuss results in light of assumptions and limitations, acknowledging that the model is imperfect.

Deciding the necessary level of detail and accuracy is itself a difficult decision but this can be helped by performing smaller studies involving particular technologies to determine what level of spatial and temporal detail are required. The greatest difficulty for a modeller is when the required level of detail is so high that the model becomes computationally very demanding but further simplifications make the model no longer fit for purpose.

It is understandable that time pressure or intractability may tempt researchers into oversimplifying models in order to obtain results. This is a pitfall that needs to be avoided or at least taken with extreme caution. The results and conclusions obtained from an oversimplified model can be misleading and possibly erroneous. In the context of hydrogen, if a technology does not appear in the results then it is not possible to determine whether this is because of an inherent disadvantage of the technology or whether it is due to the inadequacy of the model to represent the technology’s benefits.

Despite the challenges of including an unprecedented level of detail in energy system models, these are not insurmountable goals. As has been mentioned, techniques have already been developed that allow national energy systems to be optimised with high levels of spatial and temporal disaggregation. With increasing computing power and further research into advanced techniques and algorithms, more complex and detailed models will be possible in the near future. Scenario developers should be aiming to take advantage of these developments in order to obtain more reliable, and perhaps surprising, results.

4.2 Scenarios must be designed appropriately

Scenario design, including which sectors and technologies are included, what the level of ambition is, and what performance metrics are used, has a significant influence on scenario results. Scenario design will partly be determined by the capabilities of the model used. However, many decisions will also be made by the developer.

4.2.1 Scenarios must include all relevant sectors. As the results in Section 3 show, there is significant variation in the sectors that are included in different scenarios. Some sectors, such as mobility, are represented in almost all scenarios, but others have significant variability. For example, hydrogen is widely discussed as a key decarbonisation option for industry, as shown by its strong representation in the qualitative scenarios. Furthermore, in almost all quantitative scenarios where hydrogen in industry is included as an option, it contributes to the final results (e.g. ReMap, Shell and the Global Energy Assessment). However, several studies omit hydrogen in industry altogether, such as the early WEO and ETP scenarios, the WEC Grand Transition, and even the ambitious Energy Revolution scenarios. Given that hydrogen does appear in the results of many of the scenarios that included it, it is reasonable to wonder if it would have also played a role in the other scenarios had they included it.

The other applications of hydrogen (re-conversion, gas grid) show similar variability between different scenarios and there is no consistent trend regarding which scenarios include which sectors. For studies that have re-produced scenarios in consecutive years (WEO, ETP), it is noticeable that the newer scenarios have a more comprehensive inclusion of sectors than the older scenarios. For example, WEO 2018 had at least some discussion of re-conversion, mobility, industry and the gas grid, whereas the previous iterations of the study (2016 and 2017) did not consider any of these sectors. Assuming that the modelling methods for these scenarios are not changed significantly from one year to the next, this again suggests that had these sectors been included earlier, they would have been seen in the scenario results. This shows the importance of including the sectors that have the most potential and suggests that awareness of the potential solutions of applications such as hydrogen is important for their prevalence in scenario results.

4.2.2 Scenarios must be technology rich: a technology not included will not appear in the results. As well as the importance of which sectors are included in a given scenario, it is important to consider which specific technologies are included. Again, Fig. 2 shows the variability in the hydrogen technologies that are included in each scenario. Fig. 2 would suggest that electrolysis is a key technology for hydrogen, as it is included in almost all scenarios. However, some scenarios even omit this technology. Despite referring to hydrogen as a transport fuel and the use of fuel cells, the WEC Grand Transition makes no reference to electrolysis or any other hydrogen production technology. The scenarios with a richer representation of hydrogen production technologies (e.g. fossil or biomass-based options as well as electrolysis) typically also include a greater representation of hydrogen in the scenario results.

A challenge for energy scenarios is to keep pace with and to estimate future technology developments so that they can be appropriately represented in scenarios for energy systems several decades in the future. For example, solid oxide electrolysis is a technology with significant interest due to its potential for higher efficiencies, reversible operation and co-electrolysis with carbon dioxide. This is reflected in the technology’s inclusion in the H2FC Roadmap. However, the technology currently has a low level of commercial development, so is not included in any other scenarios.

Some of the most widely discussed advantages of hydrogen are its usefulness as an alternative energy vector, particularly for large-scale storage and transportation. However, these technologies are omitted from many scenarios. Hydrogen has a high volumetric energy compared to alternative energy storage options, so it is seen to have potential for large scale energy storage applications, for example for balancing electricity supplies and demands in systems with large penetrations of intermittent renewable energy. This potential is reflected in the qualitative scenarios, as well as the Shell and GEA scenarios, however no other scenarios include hydrogen storage.
Similarly, another advantage of hydrogen is that it can be transported easily at a range of scales. Unlike electricity, hydrogen can be shipped across long distances internationally, creating the potential for global supply chains. Pipelines also provide the opportunity for hydrogen transportation, and there is interest in both purpose-built hydrogen pipelines and repurposing existing natural gas grids. At a smaller scale, hydrogen can also be transported on road by truck. Like storage, hydrogen transportation is hardly included in any of the scenarios.

The omission of these key hydrogen infrastructures is significant, as they are central to what makes hydrogen a potentially valuable energy carrier in future systems. Whilst the technologies for hydrogen production and consumption may not be the most efficient or the lowest cost, benefits arise from the efficiency with which hydrogen can be stored and transported, and hence these infrastructures should be included in energy scenarios.

4.2.3 Scenarios must have an appropriate level of ambition. In addition to the technologies and sectors included in the scenario, the level of scenario ambition also influences the prevalence of hydrogen in the results. Most scenarios investigate how an energy system may evolve over time, under existing or expected policies, and can be described as “explorative”; whereas other scenarios impose strict targets on the final energy system and can be referred to as “normative”. Reduction of greenhouse gas emissions is a typical target in normative scenarios. While some explorative global energy scenarios can even show an increase in global greenhouse gas (GHG) emissions, normative scenarios often target drastic cuts in GHG emissions, including nearly net-zero emission scenarios.

Scenarios with higher levels of GHG reduction ambition show a tendency towards a greater prevalence of hydrogen in their results. Drawing quantitative correlations between GHG reductions and hydrogen prevalence is challenging, due to the tendency for scenarios to discuss hydrogen usage without providing specific data. However, Fig. 4 shows estimated hydrogen usage as percentage of total final energy demand in several scenarios, compared with the GHG emissions reduction in the scenario. A negative GHG emissions reduction represents an increase in emissions over the scenario time horizon.

Ambitious GHG reduction targets are achieved to some extent with increased uptake of intermittent renewables such as wind and solar. Consequently, energy system flexibility is required to balance electricity supplies and demands. With intermediate decarbonisation objectives, such as an 80% reduction in emissions, this “backup” can be provided by fossil fuels. However, in close to “net-zero” scenarios, nearly any usage of fossil fuels must be balanced by carbon sequestration. Where carbon sequestration is unattractive (due to technical, economic or social factors), alternatives such as hydrogen for energy storage become much more attractive.

Furthermore, with more variable renewable electricity generators on the grid in ambitious GHG scenarios, there is increased complexity in energy markets, for example with increased occurrence of near-zero power prices arising from excess electricity generation. In these situations, there is greater potential for alternative technologies such as power-to-gas to find viable business cases.

Finally, scenarios with less ambitious decarbonisation objectives do not always consider the decarbonisation of the more challenging sectors, such as industry or long-haul transport. Certain hydrogen pathways, such as power-to-fuels, are particularly attractive in these sectors.

4.2.4 Scenarios must consider other objectives. Besides the level of decarbonisation and renewables integration ambition, many other objectives and constraints, such as political interest, social acceptance and national strategies, may be included in
a scenario that will affect its outcomes. For example, nuclear power is a politically controversial technology that many countries are choosing to phase out. Other potentially controversial technologies include CCS, and even onshore wind power. Meanwhile there are also resource-based constraints: e.g. some regions have limited biomass potential, limiting this option for future energy systems aiming for energy independence. These choices shape the scenario design and the evolution of the energy system. As these become more constrained, it is possible that hydrogen pathways will emerge as one of the remaining degrees of freedom to achieve ambitious climate targets.

4.3 Scenarios must use consistent and substantiated data assumptions

As well as broad scenario design, the thousands of data parameters that are input into each scenario will influence the scenario results.

Typical input data for technologies in energy systems models will include cost data (e.g. capital and operating costs) and performance data (e.g. operating rates, efficiencies, environmental impacts, etc.). For any technology there will be an uncertainty range in these data, depending on how, when and where the technology is installed and operated. As an example, some cost estimates for key hydrogen technologies are shown in Table 2, showing the wide uncertainty range in the literature. Energy scenarios are not able to capture this range in every detail, due to the large number of variables already being considered, and consequently must carry out some “averaging”.

Energy scenarios also need to capture the changes in cost and performance data that will occur over time. Rapid progress in energy technologies has been seen before, for example in solar PV and lithium-ion batteries. This sort of progress is dependent on the scale of production. Learning curves can be used to estimate improvements in cost and technical performance with increased production rates but estimating the rates of uptake of technologies is challenging, particularly as these can be influenced by government policy.

Large-scale energy scenarios are typically based on policies that are already in place and free-market decisions. For the future, usually broad policies (e.g. system wide GHG targets) are used rather than sector specific. Technology agnostic measures are usually preferred, to promote the development of the most competitive options, and ensure that governments do not choose technologies with higher costs for society. However, due to the learning curve effect, some technologies that are not economically attractive in the early stages of deployment may deliver a lower long-term cost. This requires additional incentives to go beyond this “valley of death” region to be able to reach that long-term target.

For example, although electrolysis is a relatively well established technology, studies that find hydrogen from electrolysis to be competitive with conventional hydrogen production or even fossil fuel alternatives usually rely on reductions in cost resulting from significant scale-up of production (e.g. ref. 97), which most likely would only occur with strong government support. Similarly, for technologies at the R&D level, incentives need to be technology specific since this will determine the research strategy and priorities. In turn, this R&D can lead to cost and efficiency improvements, which will influence the prominence of the technology in energy scenarios. Experience from the power sector has shown that a mix of technology specific and technology neutral policies achieve the best results in promoting low carbon options.

Model-based scenario studies should model a full range of technology and policy assumptions. Ideally, sensitivity analysis would be used to understand the significance of different data uncertainties on scenario results. This analysis may also provide insights into the relative value of R&D for different technologies and sectors. Of course, sensitivity analyses can be expensive when applied to large, complex models, hence there is an argument for simpler models, with a more thorough treatment of data uncertainty. Despite this, the models should not be simplified to the point where they no longer represent the energy system with sufficient accuracy, as this will result in unrealistic sensitivities, especially when non-linear effects are involved. The simplified model should only be used for sensitivity analysis and the more-detailed model used to explore interesting “corner” points identified in the analysis – to check that the analysis is correct.

As a minimum, studies should share the data assumptions that were made in their analysis but unfortunately even this is rare. The IEA H2FC Roadmap and IIASA Global Energy Assessment contain detailed descriptions of the technical and economic performance of most hydrogen technologies throughout the supply chain. However, as Fig. 2 shows, several studies include hydrogen in their scenario results but little or no information at all is given on the data assumptions made (e.g. WEC, Shell).

<table>
<thead>
<tr>
<th>Technology</th>
<th>Units</th>
<th>Capex</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electrolyser (alkaline)</td>
<td>€ per kWel</td>
<td>800-1700</td>
</tr>
<tr>
<td>Electrolyser (PEM)</td>
<td>€ per kWel</td>
<td>1300-3200</td>
</tr>
<tr>
<td>SMR (with CC)</td>
<td>€ per kWel</td>
<td>600-1300</td>
</tr>
<tr>
<td>H2 storage (vehicle on-board)</td>
<td>€ per kWel</td>
<td>13-20</td>
</tr>
<tr>
<td>Fuel cell (vehicle on-board)</td>
<td>€ per kWel</td>
<td>38-152</td>
</tr>
<tr>
<td>H2 storage (UG compressed)</td>
<td>€ per kWel</td>
<td>0.1-2.0</td>
</tr>
<tr>
<td>Fuel cell (stationary)</td>
<td>€ per kWel</td>
<td>640-2900</td>
</tr>
<tr>
<td>Today</td>
<td>2050</td>
<td>Ref.</td>
</tr>
<tr>
<td>400-700</td>
<td>300-700</td>
<td>39, 97 and 98</td>
</tr>
<tr>
<td>400-600</td>
<td>34 [target]</td>
<td>100</td>
</tr>
<tr>
<td>8 [target]</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>330-1500</td>
<td>98, 99 and 101</td>
<td></td>
</tr>
</tbody>
</table>

This sort of progress is rare. The IEA H2FC Roadmap and IIASA Global Energy Assessment contain detailed descriptions of the technical and economic performance of most hydrogen technologies throughout the supply chain. However, as Fig. 2 shows, several studies include hydrogen in their scenario results but little or no information at all is given on the data assumptions made (e.g. WEC, Shell).
5. Conclusions

Energy systems are becoming more technologically diverse, spatially distributed and temporally variable. Consequently, there is an opportunity for new “flexibility” options, such as hydrogen, to play a role. In the authors’ view, the greatest opportunities for hydrogen lie in the industrial and heavy-duty transport sectors, where hydrogen’s high energy density and low greenhouse gas emissions could make it the preferred energy carrier. With the establishment of large-scale hydrogen production, transportation and storage infrastructure for these sectors, there will be many opportunities to use hydrogen for additional flexibility in other sectors, such as the power sector.

However, the exact role that new technologies such as hydrogen will play is unclear, and it is the purpose of energy scenarios to help to indicate what role might be. In the authors’ view, global energy scenarios, especially those based on energy system models, have been pessimistic with respect to hydrogen. This is beginning to change but coverage of hydrogen is still often restricted to a few main applications, such as mobility.

The main challenge for energy systems models is that many of the opportunities for new technologies such as hydrogen are in spaces that previously have not existed in energy systems, for example in energy storage (both at short and long time scales) and for sector-coupling. Energy systems models have traditionally not been good at representing the fine details, such as temporal variability. Capturing these details, whilst also encompassing the big picture of a long-term global energy transition is computationally and practically complex, and therefore a big challenge for the modelling community. Nonetheless, techniques are emerging to handle these complexities, and computational power is improving all the time, enabling more ambitious projects. We believe that overcoming these challenges will be necessary to determine with confidence the role that hydrogen should play in the future energy mix.

Meanwhile, if global energy scenarios are currently unable to represent all of the fine details and nuances of future energy systems, it is essential that they acknowledge this and do not present their scenario results with overconfidence. Much greater sharing of the methodologies and input assumptions behind energy scenarios is needed, so that the implications of the results can be correctly interpreted. Scenario developers should also constantly improve their practice, informed by findings from elsewhere. Numerous alternative approaches have been developed for exploring the role of new technologies in future energy systems, including qualitative scenarios and more detailed energy systems modelling at smaller scales. All of this research is valuable and should be taken into account with as much esteem as global energy scenarios.
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