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SUMMARY The single flux quantum (SFQ) is expected to be a next-generation high-speed and low-power technology in the field of logic circuits. CMOS is the dominant technology for conventional processors cannot be replaced with SFQ technology due to the difficulty of implementing feedback loops and conditional branches using SFQ circuits. This paper investigates the applicability of a reconfigurable data-path (RDP) accelerator based on SFQ circuits. The authors introduce detailed specifications of the SFQ-RDP architecture and compare its performance and power/performance ratio with those of a graphics-processing unit (GPU). The results show at most 1600 times higher efficiency in terms of Flops/W (floating-point operations per second/Watt) for some high-performance computing application programs.
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1. Introduction

Superconducting single flux quantum (SFQ) circuit technology [1] is expected to be a next-generation circuit technology which enables ultra high-speed computation with ultra low-power consumption. The basic component of SFQ circuits is a superconducting loop with Josephson junctions (JJs). A single flux quantum pulse appears as a 1 mV extremely low width (in the range of pico-seconds) and carries information at very high speed (up to the light speed) through the circuit, while in CMOS circuits the speed is limited due to the time required for charging/discharging capacitors [1].

Further, SFQ circuits operate based on pulse logic and each gate is a clocked gate and has a function of a latch. Hence, latches are implemented without additional costs and this makes SFQ circuits suitable for pipeline processing on streaming data. One issue in implementing very large-scale high-performance circuits by means of semiconductor circuits is the heat radiation and difficulty in high-density packaging. Unlike CMOS circuits, SFQ circuits exhibit extremely low-power consumption and also very smaller area compared to the CMOS counterpart [2]. On the contrary, SFQ circuits are not suitable for processing feedback loops and conditional branches.

Nowadays, memory wall problem is a well-known problem which comes from the gap between the operating speed of processors and that of memory. In other words, the memory bandwidth required for data transfer between general-purpose processors (GPPs) and the memory is not enough to fill this gap. In SFQ circuits, this problem might be more crucial, because implementing large-scale superconducting random-access memory is difficult while SFQ processing units can operate so fast. Most of the accesses to memory are due to reading/writing intermediate data to/from a finite number of registers, which associates with spill code. An appropriate architecture capable of reducing the impact of spill code can alleviate the impact of memory wall problem as well.

In order to exploit the benefits of SFQ circuits in providing considerably high speed and low power consumption compared to CMOS technology, a new system architecture, or SFQ-RDP system, has been introduced which consists of a CMOS GPP, a CMOS memory, and an SFQ-based reconfigurable data-path (RDP) accelerator (SFQ-RDP accelerator) [3]. Hundreds of processing elements (PEs) are arranged over a two-dimensional array so that the output of each PE can be forwarded to the inputs of one or more PEs through flexible operand-routing networks (ORNs).

Since the RDP accelerator as a main component of the target architecture is implemented by SFQ circuits, obviously it can resolve most of the above-mentioned power-consumption issues originated from CMOS technology. Further, due to pipelined architecture of the RDP, the cascaded PEs can generate final results without temporally memorizing intermediate data, therefore the number of load/store operations will be reduced and the memory-bandwidth pressure can be relieved. In addition, through providing the RDP with dynamic reconfiguration facility it would be possible to program processing elements and routing resources at run-time. Hence, the RDP is an adaptable architecture as well.

In this paper, we provide a complete, but condensed, survey on our work on the SFQ-RDP architecture and system, most of which are reported in [4]–[6], in the project “Low-power, High-performance, Reconfigurable Processor Using Single-Flux-Quantum Circuits” [3] in the Research Area “Technology Innovation and Integration for Information Systems with Ultra Low Power” supported by JST.
CREST Program (FY 2006–2012). The design procedure of SFQ-RDP as well as optimization through design space exploration is exploited. In the next section, a general specification of RDP architectures is given. In Sect. 3, detailed design of SFQ-RDP accelerators is discussed, and the design procedure of SFQ-RDP accelerators as well as optimization through design space exploration is exploited. In Sect. 4, results of evaluation of performance and power/performance ratio for target application programs implemented on SFQ-RDP system as well as comparisons to graphics-processing unit (GPU) are reported. Finally, Sect. 5 concludes the paper.

2. Reconfigurable Data Path (RDP) Architecture

As mentioned in Sect. 1, it is difficult to implement feedback loops and conditional branches using SFQ circuits. Further, any practical on-chip and off-chip SFQ memories have never been developed yet. To overcome these disadvantages, we have proposed a reconfigurable data-path (RDP) architecture and its application program to SFQ circuits, or SFQ-RDP [3].

Generally, RDP is a pipelined architecture comprising a two-dimensional array of processing elements (PEs) and operand-routing networks (ORNs) such that one PE can be connected through ORNs to a number of PEs in the next row. The RDP is implemented by SFQ circuits as a substitute to CMOS circuits. Figure 1 displays the overall architecture of the proposed high-performance computer system consisting of a GPP, the RDP as accelerator, and memory elements.

Data flow graphs (DFGs) are pulled-out from critical segments of application programs, then configuration bitstreams, which are used for configuring the RDP, are generated by using a dedicated tool. During execution of an application program, configurations associated with the critical segments are loaded onto the RDP and executed in favor of achieving higher performance and lower power consumption. Since the cascaded PEs can generate a final result without temporally memorizing intermediate data, the number of memory load/store operations corresponding to spill code can be reduced. Therefore, memory bandwidth required to gain a high-performance computation might decrease as well. Furthermore, as a loop body mapped onto the PE array is executed in a pipeline fashion, RDP can provide a high computing throughput.

In addition to the basic properties of the RDP architecture, it is necessary to determine the following architectural specifications. These architectural specifications are determined through the design procedure discussed in Sect. 3.1.

2.1 Input/Output Ports

I/O ports are located on top and bottom boundaries of the RDP as displayed in Fig. 1. Limitation on the number of ports depends on available memory bandwidth, RDP operation frequency, width of data bus, and the number of memory read/write channels.

2.2 RDP Dimensions and Layout

Figure 1 shows the height and width of RDP as the number of rows and columns, respectively.

Layout of the RDP indicates the type of functional units (FUs) and their distribution (Fig. 2). Three layout types are examined for the RDP during the design procedure. In a normal layout (Layout I), each FU can implement operations including addition/subtraction (ADD/SUB) and multiplication (MUL). In Layout II, every other PE implements only one of the ADD/SUB and MUL operations. In the Layout III every other row of the RDP implements one of the operations. In other words, all PEs in the first row only implement MUL operations while in the second row only ADD/SUB operations are implemented.

2.3 PE Types

Three PE architectures (depicted in Fig. 3) are examined for...
the RDP and the most suitable one is selected during the design procedure. The first PE architecture (PE I) includes an FU for implementing desired operations and a TU (transfer unit). As ORNs provide only routing resources between consecutive rows, TUs are utilized to connect two PEs not locating on consecutive rows. It is also possible to use an FU for implementing transfer operation. In addition, each PE has three inputs (two inputs for FU and one for TU) and two outputs (one from FU and another from TU). The second PE architecture (PE II) has one additional TU for increasing the flexibility of routing and it has 4-inputs/3-outputs. The third type of PE architecture (PE III) resembles the first one, though the difference is in extending capability of implementing two simultaneous TUs by the FU (totally three TUs). An additional multiplexer should be used inside the PE to choose between FU’s output and the input. Each type of PE can implement various configurations depending on the states of the FU and TU (Fig. 4). Either FU or TU can be in used or unused states depending on the required functionality for the PE which is determined during the DFG mapping process. Also, each FU can be configured to operate as a TU. For example, in PE I, it is possible to use FU and TU together (Conf. I-1), or only use the FU while the TU is unused (Conf. I-2). Further, along with utilizing the TU, FU can be either configured as unused (Conf. I-3), or can be used as a TU, which consequently provides the possibility of implementing two TUs by a single PE (Conf. I-4). Similarly, PE II, and PE III can have 6, and 5 different configurations, respectively.

Each FU can implement basic 64-bit double-precision floating-point operations (e.g., ADD, SUB, and MUL). Control instructions (branches) and direct memory accesses via PEs are not supported. Further, 64-bit immediate registers are located in each PE in order to handle immediate operands (Fig. 5).

2.4 Operand Routing Network (ORN)

PEs of each row are connected to a number of PEs in the next row through ORNs as routing resources. Figure 6 shows the definition of connection length and the maximum connection length (MCL) on a piece of RDP architecture. It can be seen that the connection length of two PEs locating in two consecutive rows is the absolute value of horizontal distance between them. (e.g., in Fig. 6, for the two PEs located on (i, j) and (i + 1, j + 2), the connection length is 2.)

Correspondingly, the MCL size is the maximum horizontal distance of two PEs located in two subsequent rows. ORNs should provide all outputs of a PE with totally \( N_i \times (2 \times MCL + 1) \) connections to the PEs of consecutive row, where \( N_i \) stands for the number of inputs for each PE. ORN’s functionality is similar to a multiplexer, however ORNs are composed of cross-bar switches (CBs). Similar to other components of the RDP, CBs are also implemented by means of Josephson junctions (JJs) as the basic elements of the SFO circuits [7]. A typical ORN structure located between two rows of PEs is displayed in Fig. 7. T is the shift register which has 1-input/1-output. 2/1 CB is the cross-bar with restricted functionality for 1-output. The crossbar-based ORN has a regular pipelined structure that does not limit the performance of the RDP and can be reconfigured.
on the fly. It can also be easily re-designed and expanded for any given complexity by adding a necessary number of extra rows of crossbars [7]. A unified ORN is implemented between every two rows rather than multiple ORNs. Each PE can be connected to any of $2 \times MCL + 1$ PEs in the consecutive row via dedicated ORNs. Three factors including the PE architecture, MCL size, and the RDP width are basic factors which highly impact the ORN structure and size. In Fig. 7, PE I including three inputs and two outputs is employed. Assuming W as the RDP width, the ORN will totally consist of $8 \times W \times MCL - 2 \times MCL + W$ CBs.

2.5 Reconfiguration Mechanism

RDP is an adaptable hardware that can be reconfigured at run-time using the configuration bit-streams which are statically generated within compilation phase for the DFGs (more details in Sect. 3.1). Figure 5 shows the architecture of a PE and how it can be reconfigured during the configuration phase. Besides programming immediate registers, multiplexers, and functional units inside PEs, ORNs should also be programmed using the configuration bits. In order to configure each component, the configuration bit-stream is serially transferred to configuration registers.

3. Design of SFQ-RDP Accelerator

3.1 Design Procedure

Compiler support for the RDP architecture is an essential requirement during the design procedure and hardware utilization phase. The extracted DFGs include a large number of operations which necessitates a sophisticated mapping tool to map DFGs onto the RDP and satisfy the architectural constraints as well. Figure 8 shows the tool chain which is similar to the conventional ones, however it has been customized for the RDP architecture [4]. The basic functionality of this flow is to generate configuration bit-streams and an executable code for the reconfigurable accelerator. Firstly, a hardware/software partitioning is performed on an
input application program. Critical segments of the program are isolated and the corresponding DFGs are generated. Due to the complexity of some attempted application programs, (e.g., quantum chemistry application program [8]) and the necessity of careful analysis and deep knowledge on the details of their implementations, the DFGs are extracted manually, however automatic generation is possible for some of application programs (e.g., finite difference equations [9]). The DFGs are mapped onto the RDP through placing DFG nodes on the PE array, routing interconnections as well as assigning input/output nodes to suitable I/O ports, while considering the RDP architectural constraints. Limitations originated from the basic architecture of the RDP and from SFQ circuits (e.g., sparse routing resources, difficulties of using memory elements and register file for intermediate data, etc.) necessitate particular placement and routing algorithms.

Within the mapping phase, one main objective is to minimize the MCL such that the interconnections could be successfully routed. We will show that the MCL should be minimized for reducing the ORN size. Placement and routing procedures ought to be iterated until a valid map satisfying the RDP constraints are generated. A configuration bit-stream associated with each of DFGs can be generated after completion of the mapping stage. Consequently, an executable code including noncritical segments of the program code and a piece of code for RDP architecture interfacing is generated. A part of compiler tools is customized to be utilized within the SFQ-RDP architecture design phase as shown in Fig. 8.

Determining the following essential architectural specifications of the SFQ-RDP is aimed, as mentioned in Sect. 2, during the design procedure:

- the total number of required PEs in the PE array,
- suitable layout and PE architecture,
- the number of PEs in each row (width),
- the number of PE rows (height),
- the number of input/output ports,
- optimized ORN architecture with minimum number of CBs,
- the total number of ORNs, and
- the size of ORNs including the numbers of inputs/outputs and CBs for each ORN which necessitates obtaining the MCL size as well.

During the design procedure, first all the DFGs extracted from target application programs are mapped onto various RDP architectures with different layouts (depicted in Fig. 2) and PE architectures (shown in Fig. 3) (mapping phase- Fig. 8). Then the results are analyzed to decide appropriate architectural specifications for the RDP (design phase- Fig. 8). In the design phase, DFGs are mapped onto the RDP without forcing any constraint except those relating to the RDP basic properties, (e.g., unidirectional data flow over the PE rows, availability of routing resources only between subsequent rows, etc.), RDP layout and PE architecture. The total number of RDP resources including the number of PEs and ORNs as well as ORN size, hence overall area in terms of the number of JJs- required for implementing each DFG can be calculated after mapping phase [7]. Consequently, specifications of the RDP architecture which can accommodate all the DFGs with minimum overall area can be determined (more details in Sect. 3.2).

### 3.2 SFQ-RDP Design Space Exploration and Result

Design of the RDP architecture entails a multitude of design parameters. Variety of design parameters indicates the high complexity of the design procedure and proves the requirements for a methodological approach. A major challenge within the design procedure is to find a right balance between the different quality requirements that a system has to meet. Design space exploration (DSE) is one approach to achieve it. DSE is the process of analyzing various implementation alternatives to identify an optimal solution.

Evidences from the experiments show that aiming the MCL reduction does not necessarily result in the overall area minimization. Obviously, the RDP area is the summation of PE array’s and the ORN’s areas. The structure and area of an ORN are influenced by the RDP width, the PE structure, and the MCL size. Therefore, ORN area is differently calculated for three PE types (more details can be found in [4]).

The SFQ-RDP design space is explored for various MCL values, three PE architectures, and three layouts to obtain the minimum RDP area. The SFQ-RDP total area for each design point is calculated and the design point giving the minimum overall area is selected among the evaluated ones.

Consequently, final specifications of the RDP can be derived from Table 1, in which the MCL size, width, and height are recognized as 4, 22, and 14, respectively. Also, the Layout II is the most suitable one and PE architecture III can provide reasonably sufficient routing resources and routing flexibility to keep the overall area the smallest.

### 4. Performance Evaluation

#### 4.1 Performance Evaluation Method

In this section, we evaluate the SFQ-RDP system which

---

**Table 1** Results of design space exploration.

<table>
<thead>
<tr>
<th>PE I</th>
<th>PE II</th>
<th>PE III</th>
</tr>
</thead>
<tbody>
<tr>
<td>MCL</td>
<td>W×H</td>
<td>Area (kJJ)</td>
</tr>
<tr>
<td>Layout I</td>
<td>8 24×11</td>
<td>2917</td>
</tr>
<tr>
<td>Layout II</td>
<td>7 26×12</td>
<td>2149</td>
</tr>
<tr>
<td>Layout III</td>
<td>12 24×18</td>
<td>36967</td>
</tr>
</tbody>
</table>

---
consists of a CMOS GPP, a CMOS memory, and the SFQ-RDP accelerator. Evaluation metrics are the performance and the power/performance ratio, which are compared with GPU, a well-known accelerator. Benchmarks are three sorts of finite difference method (FDM) application programs: (1) three-dimensional heat diffusion (3D-Heat), (2) two-dimensional heat diffusion (2D-Heat), and (3) two-dimensional finite difference time domain (2D-FDTD).

Performance evaluation of the SFQ-RDP system was accomplished, based on simple analytical model and simulation. Total execution time of a program \( T_{\text{total}} \) is obtained as shown in Eq. (1).

\[
T_{\text{total}} = T_{\text{gpp}} + T_{\text{rdp}} + T_{\text{oh}} \tag{1}
\]

\( T_{\text{gpp}} \) is the execution time obtained by executing application’s object program on SimpleScalar \([10]\) which is a cycle-accurate processor simulator. \( T_{\text{rdp}} \) is the execution time of the pipelined execution model which we developed in \([5]\). \( T_{\text{oh}} \) is an overhead time required for driving the SFQ-RDP accelerator. Architectural parameters used for the performance evaluation are shown in Table 2.

The GPUs used for comparisons are NVIDIA Tesla M2050 and GTX280 \([11]\). Performance evaluation results for the GPU are borrowed from \([6]\), \([12]\), \([13]\). In addition, memory bandwidths assumed for SFQ-RDP evaluation are 148.0 GB/s, 147.5 GB/s, and 158.0 GB/s for 3D-Heat, 2D-Heat, and 2D-FDTD, respectively \([11]\). These values are corresponding to the memory bandwidths available in the above GPU boards.

For the estimation of the power/performance ratio, the power consumption of SFQ-RDP accelerator, GPU processor, and GPU board are required. The power consumption of the SFQ-RDP accelerator is estimated as a sum of power consumption of all the floating point units (FPU) and total ORNs. The power/performance ratio of SFQ-RDP’s FPU with a single-precision adder is already reported as 4500 GFlops/W \([14]\). The power consumption of ORNs is estimated as 20.1% of that of total FPUs.

The power consumption of the GPU board is reported as 225 W and 236 W for NVIDIA Tesla M2050 and GTX280, respectively \([11]\). According to \([15]\), the power consumption of DRAM memory module is around 30% of the entire GTX280 board, which corresponds to \(\sim\)70 W. Assuming that the memory module consumes 70 W for both M2050 and GTX280, we can conclude that the GPUs themselves consume 155 W and 166 W, respectively.

Total power consumption of the SFQ-RDP system is estimated as the sum of the power consumed by memory, SFQ-RDP accelerator, and cryocooler which is a specific cooling system for the SFQ circuits. We assume that the power consumption of memory for SFQ-RDP accelerator and GPU are the same, and the cryocooler consumes 1000 times higher than that of the SFQ-RDP accelerator \([16]\).

### 4.2 Performance Evaluation Results

The performance of 3D/2D-Heat and 2D-FDTD application programs on SFQ-RDP system and GPU are shown in Fig. 9. For 3D-Heat, 2D-Heat, and 2D-FDTD, the SFQ-RDP system is almost 18%, 20% and 25% less, respectively compared with the GPU. Although the performance of the SFQ-RDP system is lower than that of GPU, it is almost comparable to GPU.

The power/performance ratio results are shown in Table 3. In terms of the power/performance ratios, SFQ-RDP

### Table 2 Configurations of GPP and SFQ-RDP processor.

<table>
<thead>
<tr>
<th>GPP</th>
<th>Processor type</th>
<th>Out-of-order</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency</td>
<td>3.2 GHz</td>
<td></td>
</tr>
<tr>
<td>Instruction issue width</td>
<td>4instruction/clockcycle</td>
<td></td>
</tr>
<tr>
<td>Instruction decode width</td>
<td>4instruction/clockcycle</td>
<td></td>
</tr>
<tr>
<td>Level-1 data cache size</td>
<td>64 KB</td>
<td></td>
</tr>
<tr>
<td>line size</td>
<td>128</td>
<td></td>
</tr>
<tr>
<td>associativity</td>
<td>2way</td>
<td></td>
</tr>
<tr>
<td>hit latency</td>
<td>2clockcycle</td>
<td></td>
</tr>
<tr>
<td>Level-1 instruction cache size</td>
<td>64 KB</td>
<td></td>
</tr>
<tr>
<td>line size</td>
<td>64 B</td>
<td></td>
</tr>
<tr>
<td>associativity</td>
<td>1way</td>
<td></td>
</tr>
<tr>
<td>hit latency</td>
<td>1clockcycle</td>
<td></td>
</tr>
<tr>
<td>Level-2 unified cache size</td>
<td>4 MB</td>
<td></td>
</tr>
<tr>
<td>line size</td>
<td>128 B</td>
<td></td>
</tr>
<tr>
<td>associativity</td>
<td>4way</td>
<td></td>
</tr>
<tr>
<td>hit latency</td>
<td>1clockcycle</td>
<td></td>
</tr>
<tr>
<td>Main memory bus width</td>
<td>64 B</td>
<td></td>
</tr>
<tr>
<td>frequency</td>
<td>400 MHz</td>
<td></td>
</tr>
<tr>
<td>access latency</td>
<td>300 clockcycle</td>
<td></td>
</tr>
</tbody>
</table>

| SFQ-RDP | RDP | SFQ-RDP frequency 80 GHz |
| Reconfiguration latency | 300000 clockcycle |
| Memory bandwidth | 147.5, 148.0, 158.0 GB/s |
| No. of PEs in a row | 22 |
| No. of PE rows | 14 |

### Table 3 Power/performance ratio comparisons.

<table>
<thead>
<tr>
<th>Application program</th>
<th>Processor(^1)</th>
<th>Board + Cryocooler(^2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SFQ-RDP GPU</td>
<td>3D-Heat</td>
<td>430</td>
</tr>
<tr>
<td>SFQ-RDP GPU</td>
<td>2D-Heat</td>
<td>628</td>
</tr>
<tr>
<td>SFQ-RDP GPU</td>
<td>2D-FDTD</td>
<td>290</td>
</tr>
</tbody>
</table>

\(^1\) Estimated with the power consumption of processor chip
\(^2\) Estimated with power consumption of processor chip, memory, and cryocooler
outperforms GPU by 1600, 1600, and 1500 times for 3D-Heat, 2D-Heat, and 2D-FDTD, respectively. Therefore, the power/performance ratio of SFQ-RDP accelerator is extraordinarily higher than that of GPU. However, when the impact of power consumption of CMOS memory and cryocooler components is taken into account, advantage of the power/performance ratio decreases to around 1.2.

Current results show that SFQ-RDP system can be used as an efficient accelerator for FDM application programs in terms of power/performance ratio, which is important metric in high-performance computing systems. However, it is necessary to decrease total power consumption of cryocooler and memory by developing more efficient cryocooler and practical SFQ memory devices for practical usage.

5. Conclusions

We introduced a high-performance computing system, or SFQ-RDP system, which comprises a CMOS GPP, a CMOS memory, and an SFQ-RDP accelerator. We discussed the design procedure of SFQ-RDP accelerators, through which various PE architectures and layouts were examined and an optimized RDP architecture with minimum area in terms of the number of Josephson junctions was obtained.

To demonstrate the effectiveness of the SFQ-RDP system, it was compared with GPU using three finite difference method programs, in terms of performance and power/performance ratio. We obtained maximally 1600 times higher efficiency for 3D-Heat application program with respect to power/performance ratio. This ratio decreases to 1.2 when the power consumption of memory and cryocooler components is taken into account. Therefore, in terms of power/performance ratio, it is concluded that the SFQ-RDP accelerator can be used for practical scientific calculations especially for those based on finite difference methods. However, to achieve higher efficiency, decreasing total power consumption by developing practical SFQ memory and low-power cryocooler is inevitable.
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